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1. INTRODUCTION

Ler Z, = (Y, Xy Xoiy o0 Xo0) i‘= 1, 2,-+-, N be N independent
observations from a (¢ + 1) variate distribution where for each i,

A’H=00r1, ZX]-,'ZI, .P{inzl}:p], P{.Y”=0}=q,=1—p,,
=1

Sp=1 and P{¥Y<y|X,=1}=F,@), j=1, 2 ¢ The
i=1 .

distribution functions Fy, +--, F, are assumed to be absolutely con-
tinuous. In this paper we propose a median test for testing the
hypothesis H,: F, = -+ = F,. For this purpose, divide the observa-
tions Yy, -+, Yy into ¢ sets according as X; =1, j=1, 2+ -, ¢
Let Uy, * -, Up; (n; > 0 for each j, s n; = N) denote those Y,’s for
j=1

which the corresponding ‘X;; = 1. For given ny, ‘-, n, the problem
of testing the hypothesis H, reduces to testing the hypothesis that the
¢ independent samples of U;;’'s (i=1,2, - -, m; j=1,2, -+, ¢) come
from the same distribution. However, the problem under considera-
tion differs from the usual c-sample problem in that the sample sizes
ny, -+, 1, are random variables having a multinomial distribution
with. parameters p; « - -, p,.

We assume that F’s differ only in location. Let F,\y) =F(y + 6)),
Jj=1,2,---,c for some arbitrary choice of real numbers 6, ---, 6,
Further we denote by Hy the hypothesis which specifies that F; (y)
=F(y+ 0;/v/N), j=1, 2,-+-,c and for some pair (i, j) 0, 6,.

Let W denote the sample median of ¥ observations and m; the

number of U,’s (i=1, 2,---,n) that are less than W. Assume

* This research was performed while the author was a graduate student at
Michigan State University, East Lansing, Michigan, and was sponsored in part by
the Office of Ordnance Research,
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N =2k +4'1. Clearly Zc,’ m; =k. The test statistic proposed for
= : : -
testing the hypothesis H: F, = --- = F, is then defined as

M= Z:(\mgﬁi o | .1

when p;, -*, p. are known, and as

~ m; — kp; |
M=<4_¥;), : (1.2)
V/Np;
where p; = n/N, when p,, ---,p, are unknown. The test’ consists

in rejecting the hypothesis if M (M) is large.

Tn Section 2 we find the joint distribution of my, - - -, m, and W
and in Section 3 the limiting distribution of M. In Section 4 the
relative asymptotic efficiency of the median test based on M with
respect to a corresponding parametric test based on multiple correla-
tion coefficient is evaluated. Section 5 deals with the case when

P ", Pe Are unknown and gives the asymptotic distribution of M
under the hypothesis H,, from which we conclude that the test based

A~

on M is asymptotically distribution-free.

2. JOINT DISTRIBUTION OF my, * ", M, AND w

Henceforth f(.) denotes the probability. density functlon of the
random variables written in the parentheses.

LeEmMMA 2.1. The joint distribution of my, - -, m, and W is givén
by

F(niy, =y Mgy W)
! ¢
=2 R @
JeU IT m, 17!
x [1 - ) nF, (fv)] [Z p.F; () J @D

where my, -+ -, m, is a partition” of k, > m; = k.
j=1
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Proof —Noting that the conditional probability density of

my, -+, m, and W for fixed values of n, *+-, n, is given by

f(mh S, Mg, ﬁ)ln]; ”'sn‘.)
— u (n —m,) ' (o
‘[ T=Fo " (W)]
=1

x [ i (’Z ), G)m (1 — F, (ﬁ)))”f—"‘f] 2.2)

j=1
and that n, - - -, n, have the multinomial distribution m (N; p;, - -, p,)

given by
!

NI e
f(np Ty nc) = .pjn) ’ (2 3)

[ i
I 1=t

je=u

we obtain by using
f(mly St en w)

= f(mli Mg ﬁ)] Hy, “',nc).f(nls T, )
iy o . 92,

the required joint probability density given by (2.1).
Summing (2.1) over my, -+, m, we obtain the marginal distri-

" bution of I/f/,

@ = e [Z P E) ] [1 - ijF,»(rv)]

j=1 fe=1

X [Z p,-F,’(}T))j,. .
Jrml

Under H,: F,=F,=.--=F, integration over the domain
0K F;W)< 1 in (2 1) yields the distribution of my, ---, m. as

KUoe
f(my, oo ymy) = ——— II p/™

R j=1
I m;!
j=1 :

which is multinbmial distribution m (k;" py, = *, Po)-

Also note that (my, -+, mc)land W are independent under the hypo-
thesis H..
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3. ASYMPTOTIC DISTRIBUTION OF M

We first prove the following lemma which gives the joint limit-

‘ing distribution of my, *-+, m, and w.

Lemma 3.1, Let

Cm = NpF A s
Vj—— \/NPJF (é) s ]—13 2 » Cs ’7*\/N(W‘f)’

where ¢ is such_ that
2 pEO=1 3.1)

Assume that in some -neighbourhood of ¢ the density function
F'(y)=f0G=1, 2,---,¢) has a continuous derivative. Then
the asymptotic joint distribution of v;, * * -, v,., and 7 is c-variate normal
distribution with zero mean vector and covariance matrix 2 given by
21 = A = (Xij) where

PR A N
i 1+P0F(§) i=1, 2, , (e—1);

¢ 2
= DB 1o [pr (é)] ;

i=1

: F (5F; (&) '
)‘ij ppp,,l(‘-')(f)() s Z#le: 2:5(6_1)

Ry — -
=/, (é)\/F ® o VIR, L2 e,

Proof —Throughout this proof for convenience set F, = F ®
and . fe=.f; (é&). Using Taylors expansion

F,.(ﬁ)):F}(é-{—W F+VN1;J;0(?N2),
j=1,2 ",

- VpF(w) %;\/sz’ﬁ+o<N)

J j=1

and substxtutmg these in (2.1) we get
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f(ml, tt, My, ﬁ})

Z{N(zk)!} k!

V1 2% II (ZPjE')mj

=
IIm!’

f=1

X {(g[l \/nNF To (N)

()]

X { iﬂ p/, (f +&%v)}

j=i

= {4y} {4,} {45} {A4}. (3.2)
Note that »’s satisfy the relation

Sy (pF) =0 (3-3)

Now consider the region S defined by

S = {(V]’ St Ve, 77): 01< V1< bl’ 02< V2< bz, 2%

a4, < 1< be}.

Using Stirling’s approximation for n!
N
AlN '\/k—Tr‘

A, is independent of » and because of convergence of multinomial
distribution to normal distribution, uniformly in §

Ay ~ [Qm)e (2p, F) IT (2kp,F,)]+
j=1

xex-_w.—_[z (+p«F) Z \/p.,p,FF]

i=1 iF#j=1

Using series expansion for log (1 + x), uniformly in S

I
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log A5 = _g[z":p%f,ﬂ + 2 <Zc:.p,-fi>2]

qmal

+ Z i fo (%)7 ¥ 0(1)-.

ie=1

it

Using continuity of f;, we have, uniformly in S,

.f(m2a Ty Mgy ﬂ))

[} . , -3
- (7 % > [ @ed 0Py 11 ohp, |
el j=1 J

j=1
— 3 - pi i
X exp. — 5 [Z Vi2(1 *—,ff)
e—1 f2 B . .
2 PiJi" .
+ {_1 F, +2<_inﬁ>}
= %21
c—1 N
+ Z Viv; :\/__pLRLI?qF;
O nF,
i =1
a— 1 .
W \ s l
— 2y [ Vi {f' (ﬁ) - F (p,-F,)z}]_

Now making the transformation (my, =y gy W)=y, ** %5 Ver 1)
it is seen that -

lim P{ay< < by, o0, 4, << by}
N->oo

"By by ‘ Ve
=0 [ fOn, s vy, M dyydvy - dy
a, @ a.
where f(vy, ***, V1, 1) is the probability density function of normal
distribution described in the present theorem.

The following lemma gives the asymptotic joint distribution of
vy ***5 vy and 7 under the hypothesis Hy which specifies that F, (y)
=F(y+6/VN), j=1 2,,c
3
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LEmMMA 3.2. Under the hypothesis Hiy the asymptotic joint
distribution of (ry*-- ,v,;, ) is the c-yariate mnormal distribution

given by

.f(vh Y vc—l’ 7])

iz 2022 12

+ i:vlﬂ (1 —{—%:)—{— chlvi v 1%—%]

=1 ii=1

L X oxp. — | [%’f'(é)

Proof—-It is similar to that of Lemma 3.1.

Now we are in a position to obtain the limiting distribution of
M defined by (1 1) under the hypothesis Hg.

TrEOREM 3.1. Under the hypothesis Hy the asymptotic distribu-
tion of 2M is non-central y»* with (¢ — 1) degrees of freedom and

non-centrality parameter

A=2[F' (O X p;(6; — 0)", (3.4)
where
ﬁ: 2 prei‘ -
jem1

Proof.—Write

— m; _-kPi — [m, — Np; F, (f)]\/FTf) -
l v/ Np; V/Np.F, (§)

kps— Np.F; (¢)

- = ’

V'Np:

i=1,2-,e

Under the hypothesis Hy using Lemma 3.2 it follows that the asymptotic
" joint distribution of (uy, -+, u,) is c-variate normal with mears

us = 0.F (§) 4/p;, and covariance matrix X = (o;;) of rank (c—1)

Wher.e 0 = (1 —p,)/Z, i= 1, 2, T, 6 Oy = — \/]ij/Z, l—,+—j: l.,

2,' cee e ’
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Hence notmg that 2 vp;, u; = 0 it fol lows that the llmltlng dlstrlbutlon

i=1

of

2M =2|:CZ1: uﬁ(l —I—%) + Wil \/p‘pf]

i=1 . istj=1

is x%., (A, where A is given by (3.4).
4. AsyMpTOTIC EFFICIENCY

Let F;(y) = F(y + 0), then H,is true when 6,=0. We now
find the relative asymptotic efficiency of the c-sample median test
with respect to the corresponding parametric test, when F(G=1, 2,

-, ¢) is a normal distribution with mean u; 'and variance ¢®. The
hypothesis H, is true if and only if p?, (x,. . x, = C, (Olkin and Tate?)
where  py (x,,..,x,» 15 the multiple correlation coefficient between
Y and X. Let R denote the sample multiple correlation coefficient
between ¥ and X. If

o (gw) o (Fw)
Ui==x" U="5—"
then |
Zn U, — 2
T2 = i'z —_ . 3= ( _ )_ B
1—R ~ .
. Z(U —U)2 2‘(U,._—U..)2
jd i=1
Also
Z [_(f_‘f;@z_l’f]
. : =
p"Y(Xp...:Xc) ==
1 _I__Z '—_.LL) p]
where
= X piy.
j=1



210 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

Following Fisher? it is seen that under the hypothesis Hy the asymptotic
distribution of (N — ¢) T%(c — 1) is x* ,-p(A") where the non-centrality
parameter is given by _

AI — Zpl (/l‘iz—ﬁ’)z .
[
j=1

Also it is proved that the limiting distribution of 2M is x%._,(A), where
X is given by '

=2 op ) BB

Since the two test statistics are asymptotically distributed as a non-
central ¥2 with the same number of degrees of freedom, following
Andrews® and Hannan® it is seen that the asymptotic efficiency is given
by the ratio of the two non-centrality parameters. Hence the asymptotic
relative efficiency is found to be

1

7; .

e(M, R) =26 [F' (=

5. CASE WHEN p;, " -, p, ARE UNKNOWN

In this case we estimate p; by p;=n/N, j=1, 2, -, ¢ and’

consider the test based on M defined by (1.2). It is interesting to

note that the test of H, based on M is asymptotically distribution-free,
which is seen from Theorem 35.1.

TueorEM 5.1. Under the hypothesis H,, 4M is asymptotically
distributed as a y?® variable with (¢ — 1) degrees of freedom.

Proof—Write
SR s kp, _ (l)_f)% (m; —_E‘_) _ (1_;!)& "
] VN, b V' Np; b 7
where
W, = Eliv:-{f"f' _k Ql?iAf_Pg) .
' v/ Np; V/Np;
Let v = (vy, -+, v.) and w= (wy, -+, w,), then v = wD, where D is

a diagonal matrix with /p,/4/P; as its diagonal elements. Since
_plim p, = p, it follows that plim (+/7;/4/p,) = 1 and hence the matrix
No>oo

Nepoo
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D converges in probability (element-wise) to identity matrix. An appli-
cation of lemma of [5, Lemma 1] y1e1ds that the vectors » and w have
the same limiting distribution. Also it can be proved that the asymp-
totic distribution of wis c-variate normal with zero mean vector and
covariance matrix 2 = (o;;) of rank (¢ — 1) with o, = (1 — p;)}/4,
j=1,2 -, cand o= — v/ppl4, i#j, 1, 2, -+, c. Noting that
):"’ 4/p;v; converges in probability to ‘zero as N — oo, the asymptotic
i=1

distribution of zy, *--, vy is given' by

fog, o, 0)
_ 1
- (27,.)(0—1)/2 (l)(c-—l)/z pcl/z‘

X exp. — 2 Zw (1 4+ ) v v; Y \/P.P;

§b jmal

AN = 4 Z (1+”) Zuu\/l’l’f

i=t Aef =,

has thc-asymptotic distribution stated in the theorem.
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